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Policy Gap: AI and the Determinants of Public Health 
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There is growing interest in how artificial intelligence (AI) can be applied in public health – from 
individual-level interventions such as diagnosis, treatment, and patient follow-up in healthcare, 
to broader public health applications like health data analysis or pandemic response. Ongoing 
debates about regulation have already led to guidelines, including those from the WHO (2021, 
2024). 
 
An important but neglected policy area concerns the secondary e+ects of AI technologies on 
public health. Here is a clear regulatory gap. Previous technological revolutions such as 
electricity and the internet reshaped society and lifestyles, with downstream public health 
consequences – such as rising sedentary behavior and cardiovascular disease. Already today, 
we can identify several potential risks and opportunities linked to AI development that must be 
addressed if we are to safeguard population health in the future. 
 
Key determinants of health likely to be aRected include work, relationships, cognition, physical 
activity, and psychosocial stress. Below are some examples and potential policy responses. 
 
Work 
The labor market impacts of AI remain uncertain, but some groups – such as translators and 
illustrators – are already reporting falling demand due to generative AI (Society of Authors, 2024). 
Even with opportunities for retraining, job insecurity and layoRs are often perceived as personal 
crises, with heightened risks of substance use disorders, depression, cardiovascular disease, 
and suicide (Kim & von dem Knesebeck, 2015; Zellers et al., 2025). Policymakers must be 
prepared from a public health perspective, for example through preventive health 
communication and scalable stepped-care interventions that can be expanded as needs 
increase. 
 
Relationships 
Strong social relationships are among the most important protective factors for health and 
wellbeing (World Happiness Report, 2024). Their eRect on mortality risk is comparable to that of 
well-known risk factors such as smoking and binge drinking (Holt-Lunstad et al., 2010). 
 
While AI services may help alleviate loneliness or coach users toward better social skills, there 
is also a risk that they replace human relationships due to their convenience. Researchers such 
as Mahari and Pataranutaporn (2024) have called for regulation in this area. One proposal is to 
mandate that non-humanized chatbots be the default in vulnerable settings such as health and 
wellness apps, to reduce the risk of users anthropomorphizing and misusing the technology (De 
Freitas & Cohen, 2025). 
 
Cognition 
AI tools may enhance cognition by supporting personalized learning or compensating for bias. At 
the same time, emerging evidence suggests they might impair higher-order functions over time. 
Just as books and calculators shaped cognition through “cognitive oRloading,” AI tools may lead 
to declines in problem-solving, planning, and decision-making – especially among younger 
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generations growing up with them. Although research is still limited, small-scale studies point in 
this direction (Gerlich, 2025). 
 
Such changes could have broad societal implications, including dependence on AI, loss of 
critical thinking, and increased vulnerability to manipulation. They also carry direct health 
consequences: cognitive functioning is closely linked to outcomes such as emotion regulation, 
longevity, and resilience against neurological diseases like Alzheimer’s (Lövdén et al., 2020). 
 
Sedentary Behavior 
AI-driven tools for both work and leisure risk reinforcing already high levels of sedentary time by 
shifting more tasks to screen-based, automated, and remote interactions. Prolonged sedentary 
behavior is associated with higher risks of all-cause mortality, cardiovascular disease, type 2 
diabetes, and certain cancers, even after adjusting for leisure-time physical activity (Biswas et 
al., 2015). 
 
Psychosocial Stress 
Rapid social change, including AI adoption, can heighten uncertainty, worry, and job insecurity – 
all well-established psychosocial stressors linked to poor health outcomes, including 
cardiovascular disease, mental illness, and elevated mortality (Guidi et al., 2021). Strengthening 
digital self-eRicacy can help buRer these eRects (Zhao & Wu, 2025), highlighting the need to 
monitor and address psychosocial consequences alongside technical and clinical AI 
governance. 
 
Catastrophic Risks 
Alongside gradual eRects, there is also a class of extreme health risks from AI systems, including 
catastrophic accidents or loss of human control. Though their probability is debated, the 
potential scale – up to and including human survival – makes them relevant to a comprehensive 
public health framework. As with rare but devastating hazards like nuclear accidents or novel 
pandemics, AI warrants systematic assessment and planning. 
 
 
POLICY RECOMMENDATIONS 
 
To ensure AI development produces the best possible outcomes for public health, it is not 
enough to regulate AI applications within healthcare alone. Public health must be integrated into 
all AI policies, alongside other overarching sustainability perspectives such as climate, equity, 
and human rights. Here are three proposals: 
 
1. Integrate public health into AI regulation 
Frameworks governing AI development and deployment should explicitly include public health 
provisions. For example, the EU AI Act (Article 5) prohibits AI systems designed to manipulate 
user behavior in ways that cause significant harm to self or others. The EU Digital Services Act 
(Article 34) requires very large online platforms to assess and mitigate systemic risks, including 
those aRecting public health and mental wellbeing. Digital services with underage users must 
be safe and free from harmful content, regardless of their size. 
 
As with food safety standards, technologies should meet minimum health requirements. 
Consumers have a right not to be exposed to foreseeable risks such as disrupted sleep, 
distorted body image, or social dysfunction, where such harms can be anticipated and 
prevented. 
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2. Build AI capacity within public health institutions 
Knowledge of AI remains limited among many public health professionals and oRicials. Capacity 
must be strengthened through education, recruitment, and expert networks so that AI-related 
challenges can be managed at local, regional, national, and international levels. 
 
Global advisory bodies such as the WHO could support governments in integrating public health 
perspectives into national AI strategies, beyond the medical applications currently emphasized. 
 
3. Stimulate research on AI and public health 
Research on the public health eRects of AI remains scarce. Neither the International AI Safety 
Report (2025) nor the MIT AI Risk Repository currently list health risks as a category. Most 
existing studies focus narrowly on healthcare applications rather than upstream determinants of 
health. 
 
We need systematic investigation into emerging eRects as well as foresight analyses to 
anticipate future impacts. By mitigating risks and promoting health benefits, AI can be 
developed in ways that support rather than undermine public health. 
 
This is an initial attempt to articulate the secondary public health dimensions of AI as a societal 
challenge. I welcome comments, suggestions, and ideas. 
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